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A B S T R A C T

Background: Interpreting the pathogenicity of genetic variants associated with rare diseases is a laborious and 
time-consuming endeavour. To streamline the diagnostic process and lighten the burden of variant interpreta-
tion, it is crucial to automate variant annotation and prioritization. Unfortunately, currently available variant 
interpretation tools lack a unified and comprehensive workflow that can collectively assess the clinical signifi-
cance of these types of variants together: small nucleotide variants (SNVs), small insertions/deletions (INDELs), 
copy number variants (CNVs) and structural variants (SVs).
Results: The Unified Variant Interpretation Platform (UniVar) is a free web server tool that offers an automated 
and comprehensive workflow on annotation, filtering and prioritization for SNV, INDEL, CNV and SV collectively 
to identify disease-causing variants for rare diseases in one interface, ensuring accessibility for users even 
without programming expertise. To filter common CNVs/SVs, a diverse SV catalogue has been generated, that 
enables robust filtering of common SVs based on population allele frequency. Through benchmarking our SV 
catalogue, we showed that it is more complete and accurate than the state-of-the-art SV catalogues. Furthermore, 
to cope with those patients without detailed clinical information, we have developed a novel computational 
method that enables variant prioritization from gene panels. Our analysis shows that our approach could pri-
oritize pathogenic variants as effective as using HPO terms assigned by clinicians, which adds value for cases 
without specific clinically assigned HPO terms. Lastly, through a practical case study of disease-causing com-
pound heterozygous variants across SNV and SV, we demonstrated the uniqueness and effectiveness in variant 
interpretation of UniVar, edging over any existing interpretation tools.
Conclusions: UniVar is a unified and versatile platform that empowers researchers and clinicians to identify and 
interpret disease-causing variants in rare diseases efficiently through a single holistic interface and without a 
prerequisite for HPO terms. It is freely available without login and installation at https://univar.live/.

1. Background

Genomic data analysis plays a crucial role in identification of 
disease-causing variants in rare diseases, contributing to improved pa-
tient care and personalized treatment strategies [1]. Interpretation on 
the pathogenicity of genetic variants relies heavily on the use of 

professional judgement and evidence from literature search. To stan-
dardize the evaluation of variant pathogenicity, the American College of 
Molecular Genetics and Genomics (ACMG) and the Association of Mo-
lecular Pathologists (AMP) jointly published guidelines for the assess-
ment of variants in genes associated with Mendelian disorders [2]. 
However, it is a very tedious and time-consuming task to manually 
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interpret genetic variants from existing databases and the ever-growing 
literature. Variant annotation and prioritization thus need to be auto-
mated to narrow down candidate variants that require extensive inter-
pretation. Lots of variation prioritization tools with user-friendly 
graphical user interface (GUI) were developed to help clinicians to 
identify disease-causing mutations. Nevertheless, we found that existing 
tools have three limitations.

First, among existing variation prioritization tools that do not require 
scripting or programming, they cannot prioritize single nucleotide var-
iants (SNVs), small insertions/deletions (INDELs), copy number variants 
(CNVs) and structural variants (SVs) together. For example, for free 
accessible web-based tools, VarFish [3] and MutationDistiller [4] focus 
on the analysis of SNV and INDEL whereas AnnotSV [5] and CNVxplorer 
[6] focus on CNV/SV only. Note that many single-gene events 
combining an SV and SNV/INDEL in trans have been reported to cause 
autosomal recessive (AR) diseases [7–9]. However, existing variant 
interpretation tools lack a unified and comprehensive workflow for 
interpreting the clinical significance of all types of variants (SNV, 
INDEL, CNV and SV) in a holistic manner [10]. Technically, as SV also 
includes CNV like deletion/duplication, the term ‘SV’ in this paper en-
compasses both SV and CNV.

Second, filtering variants with high allele frequencies (AFs) in the 
healthy population [11] has been proved effective in excluding common 
variants, especially when combined with various gene annotations and 
the inheritance patterns of Mendelian disorders [12]. However, when it 
comes to SV, there is a scarcity of publicly accessible SV catalogues 
suitable for variant filtering. The current state-of-the-art SV catalogues 
are Genome Aggregation Database (gnomAD) [13] and the 1000 
Genome Project (1KGP) [14]. As showed in the result section, they 
missed many SVs present in the general population. As a result, filtering 
SVs based on AF is less effective and more challenging compared to 
filtering SNVs and INDELs.

Third, most common variant prioritization tools, such as Exomiser 
[15], DeepPVP [16] and LIRICAL [17], adopted a phenotypic-driven 
approach to rank variants based on their association with the 
observed phenotype. These tools heavily depend on the Human 
Phenotype Ontology (HPO) [18] as the primary source of phenotypic 
information. However, assigning HPO terms to one patient requires 
clinical expertise and judgment. On average, it takes approximately 15 
minutes for a clinician to extract HPO terms from clinical notes manu-
ally [19]. Also, the specificity and quantity of HPO terms used in pri-
oritization can affect the ranking of the disease-causing variant [20]. 
Hence, assigning an optimal set of HPO terms for a patient is not an easy 
task.

To address the above limitations and difficulties, we have developed 
the Unified Variant Interpretation Platform (UniVar), a free web server 
tool that offers an automated and comprehensive workflow on annota-
tion, filtering and prioritization for SNV, INDEL and SV collectively to 
identify disease-causing variants for rare diseases in one interface, 
which is not available in any existing variant interpretation tools. It is 
particularly useful for identifying disease-causing compound heterozy-
gous variants involving both SNV/INDEL and SV in whole exome 
sequencing (WES) or whole genome sequencing (WGS) datasets. In 
addition, we have generated and built in a diverse SV catalogue of the 
global population that is more complete and accurate than the state-of- 
the-art SV catalogues, thus allowing users to filter out more common 
SVs. Furthermore, we have developed a novel computational method for 
deriving representative HPO terms from gene panels, enabling users to 
select gene panels for variant prioritization instead of inputting specific 
HPO terms. Such functionality is indispensable for cases without specific 
clinically assigned HPO terms, noting most other existing tools must 
require input of HPO terms. UniVar is freely available without login and 
installation at https://univar.live/. In summary, the aim of the study is 
to develop and present UniVar, which automates and streamlines the 
interpretation of genetic variants associated with rare diseases. The 
platform seeks to provide a comprehensive and user-friendly workflow 

for analyzing various types of variants (SNVs, INDELs, CNVs, and SVs) in 
one interface, improving accessibility and efficiency for researchers and 
clinicians. Additionally, it aims to enhance variant filtering accuracy 
and prioritize variants effectively, even without detailed clinical infor-
mation, with an ultimate aim to increasing the diagnostic yield.

2. Materials and methods

2.1. Workflow of UniVar framework

Fig. 1 illustrates the comprehensive workflow of UniVar framework, 
which consists of four steps. The user journey begins in Step 1 with 
uploading (1) the lists of variants in variant call format (VCF) for the 
proband and, optionally, their family members; (2) the familial re-
lationships among the samples (using the web form or a pedigree [PED] 
file) and (3) phenotypic information (if available). For each sample, the 
list of variants is represented by one VCF file for SNVs/INDELs and 
multiple VCF files for SVs. We allow multiple VCF files for SVs since 
different SV types are called by different SV callers, such as SurVIndel2 
[21], INSurVeyor [22], Manta [23], etc. Two forms of phenotypic in-
formation are accepted when prioritization is necessary: HPO terms [18] 
and gene panels. The gene panels are retrieved from authoritative 
sources, including ClinGen [24], Genomics England PanelApp [25] and 
PanelApp Australia [25].

After uploading all mandatory files, our annotation workflow in Step 
2 will be initiated. The annotation process for SNVs/INDELs and CNVs/ 
SVs are executed with Ensembl Variant Effect Predictor [26] and 
Nirvana [27] respectively. The overlapping criteria between SVs and 
annotations are set to a reciprocal overlap of 0.9 by default. In addition, 
we adapted the classification of loss-of-function curations in gnomAD 
[13] and generated the predicted loss-of-function (pLoF) for SVs. The 
pLoF included loss of function, intragenic exonic duplication, 
whole-gene copy gain and whole-gene inversion.

In Step 3, our prioritization workflow begins by allowing the user to 
input phenotypic information, which can be provided either in the form 
of HPO terms or gene panels. Then, the phenotypic information is used 
to prioritize the variants with the help of the recent release of Exomiser 
(v13.3.0) [15]. In the case of utilizing gene panels for phenotypic in-
formation, as demonstrated in the subsequent section, our platform 
employs a novel method to convert the gene panel into HPO terms and 
prioritize the variants with Exomiser.

Lastly, once all the annotation and prioritization processes have been 
completed, the output is visualized in a web browser. To safeguard user 
data privacy and security, the link to the results is provided in the format 
of a long randomly generated text string, which is exclusively disclosed 
to the user.

The workflow of UniVar is implemented using Python, JavaScript 
and TypeScript. These source codes are available in https://github.com/ 
kensung-lab/UniVar.

2.2. Data sources for annotation

A wide variety of annotations are integrated to facilitate the identi-
fication of disease-causing variants, which include gene, gene intoler-
ance, known pathogenic/benign or reported variants, pathogenicity 
predictors, population AF, etc. All the annotation sources and their 
corresponding versions used in our current workflow are detailed in 
Appendix file 1: Table S1.

2.3. Inhouse SV catalogue of the global population

An accurate catalogue of SVs in healthy individuals is crucial for 
filtering common CNVs/SVs. Current prioritization tools rely on the 
state-of-the-art SV catalogues provided by gnomAD and/or 1KGP. 
However, as demonstrated in the results section, both gnomAD and 
1KGP fail to capture numerous normal SVs, thereby impacting the 
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effectiveness of SV filtering.
To enhance the existing SV annotation, we have developed an 

inhouse SV catalogue encompassing the global population. We chose 
two callers SurVIndel2 [21] and INSurVeyor [22] to detect SVs in all 
2504 unrelated samples from the 1KGP [14]. The called SVs are jointly 
genotyped using SurVClusterer [28] and SurVTyper [29]. Subsequently, 
the allele count and AF for the global population and the five 
super-populations (African, Admixed American, East Asian, European 
[EUR], and South Asian) are computed.

2.4. Filtering parameters of UniVar

To narrow down the variant search, there are eight types of cus-
tomizable filtering parameters in the UniVar interface which are applied 
to both SNVs/INDELs and CNVs/SVs. They are listed as follows: (1) In 
the genomic location, users can search by a genomic coordinate or by a 
certain gene. (2) For gene panel, users can search by genes in the asso-
ciated gene panels from ClinGen [24], Genomics England PanelApp [25] 
and PanelApp Australia [25]. (3) The scenario sections can be filtered by 
the mode of inheritance based on the samples genotype, which include 
dominant, recessive, de novo, compound heterozygous, X-linked and 
any of the scenarios mentioned. (4) Variants can be filtered based on the 
three population frequency databases: 1KGP, gnomAD and our inhouse 
SV catalogue. (5) Users can filter variants by genotype quality or score in 
the quality section. (6) The impact section allows users to filter by the 
consequence of the variants, and (7) the pathogenicity section allows 
users to filter by the pathogenicity predictors such as the CADD and 
REVEL score. (8) If Exomiser is executed, users can filter by the Exomiser 
score in the prioritization section.

2.5. Output of variants

Upon completion of the UniVar workflow, the output is visualized 
directly in our web browser. UniVar displays all variants (SNVs, INDELs 
and SVs) in a tabular view. Each variant is displayed on a separate row, 
with its corresponding annotations listed across multiple columns. Users 
can also download the output to tab separated values (TSV) or VCF files 
for later use.

2.6. A novel computational method to derive the most representative HPO 
terms from gene panels

A gene panel is a specific set of genes associated with a particular 
disease or phenotype. The list of gene panels curated from ClinGen [24], 
Genomics England PanelApp [25] and PanelApp Australia [25] were 
downloaded. For genes in Genomics England PanelApp and PanelApp 
Australia, only green and amber genes were considered in the analysis.

For each gene panel, we developed an approach to select the five 
most representative HPO terms to represent it according to the following 
few steps.

First, the HPO terms associated with the genes in a gene panel were 
quantified. A score was assigned to each relevant HPO term through 
multiplying its information content (IC) by the number of genes asso-
ciated with it. Here, we defined the relative IC of a term based on its 
frequency of annotated genes. The IC of an HPO term t is given by 

IC(t)= − log pt ,

where pt is the frequency among annotation to all annotated genes. To 
ensure the exclusion of general terms that lack specificity, such as All 
(HP:0000001) and Phenotypic abnormality (HP:0000118), HPO terms 
that have an IC less than one and also less than three relative ancestor 
terms were excluded.

Second, we proceeded to select the five HPO terms with the highest 
scores within a gene panel. However, we set a constraint to prevent the 
chosen representative HPO terms from being excessively similar to one 
another. The semantic similarity is measured by the graphic-based 
approach proposed by Pesquita et at. [30], is defined as 

sim(T1,T2)=

∑
t∈T1

⋂
T2

IC(t)
∑

t∈T1
⋃

T2
IC(t)

Last, we only retained the HPO term with a higher score when the 
similarity between the two HPO terms was 0.8 or more.

2.7. Simulated a set of variants for diagnosed patients for benchmarking

Benchmarking was performed using simulated WGS datasets derived 
from 134 inherited retinal disease (IRD) patients who had confirmed 
clinical diagnosis and known disease-causing variants [31]. There are 
160 unique disease-causing variants in 60 genes within the 134 IRD 

Fig. 1. A graphical illustration of UniVar’s workflow. The UniVar workflow consists of four steps. Step 1: User input of SNV/INDEL/CNV/SV in VCF files, a PED 
file and HPO terms; Step 2: Annotation; Step 3: Prioritization; Step 4: Visualization, where a GUI web browser with a range of interactive functionalities is generated 
for variant interpretation.
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patients. The loci of these disease-causing variants were converted from 
GRCh37 to GRCh38. As 13 disease-causing variants could not be con-
verted, we therefore excluded 29 IRD patients who carry one of these 
variants. Finally, to simulate the VCF file for each of the included 105 
IRD patients, we added the disease-causing variants of each patient to 

the VCF file of the sample HG00096 from 1KGP [14].

Fig. 2. Organization of UniVar’s data visualization. UniVar’s data visualization is organized into two layers of presentation framework. The SNVs and SVs 
presented here are variants filtered by TMLHE within a trio family. A The first layer is a tabular view that displays all user-supplied variants in a structured table 
format. The box with an orange border highlights three SNVs, while the green box highlights three SVs. From the columns, we can view the basic annotated in-
formation for these variants. B The second layer is a pop-up interface that contains detailed information compressed within the first layer. It shows a duplication 
overlapping with three genes (VAMP7, SPRY3 and TMLHE) and the AF from our SV catalogue of 1KGP, where the global AF is 0.998 and the East Asian AF is 0.996.
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3. Results

3.1. Highlights of the unique functionality of UniVar’s web interface

UniVar is a unified web interface specifically designed for variant 
interpretation on WGS data of patients with rare diseases. One of the 
main features is that users can filter and prioritize SNV, INDEL and SV 
collectively to identify disease variants in one interface. Hence, this 
produces a synergy to jointly uncover compound heterozygous variants 
across SNV/INDEL and SV under one roof (Appendix file 2: Fig. S1), 
offering a unique functionality not found in any existing variant inter-
pretation tools. Furthermore, our platform offers predefined filter pa-
rameters to help users to filter low risk disease-causing SNVs/INDELs 
and SVs. With just a single click, users can reduce the number of 
candidate variants significantly. Among them, our high-impact variant 
filter preset is the most effective and efficient filter and its filtering 
criteria are detailed in Appendix file 3. Additionally, our platform 
incorporated an inhouse SV catalogue and implemented a robust AF 
filtering mechanism specifically designed to assist users to filter com-
mon SVs. The evaluation of the performance of this filter is described in 
the subsequent sections, together with a case study to demonstrate the 
effectiveness of this filter (Appendix file 2: Fig. S1). In addition, UniVar 
offers the capability to prioritize variants when phenotypes are 
described using gene panels instead of HPO terms. This feature proves to 
be particularly valuable in cases where the precise HPO terms are not 
available or known because most other existing tools must require the 
input of HPO terms.

Next, we detail how UniVar presents the variants. UniVar displays all 
variants (SNVs, INDELs and SVs) in a tabular view. Each variant is 
represented in a separated row, with its corresponding annotations 
presented across multiple columns. Through a drag and drop interface in 
the ‘Manage columns’ panel, it offers users a high degree of flexibility in 
selecting the annotations to be displayed. Fig. 2A illustrates the variants 
overlapping with TMLHE in a few selected columns. The top three var-
iants are SNVs, while the bottom three variants are SVs. Unlike SNV and 
INDEL, SV may affect multiple exons or multiple genes. For example, the 
duplication related to Charcot-Marie-Tooth disease found in 17p11.2- 
p12 covers over 100 genes. It is not feasible to display many genes for 
each SV in the ‘Gene’ column. To maintain the clarity of data presen-
tation, we limit a maximum of two genes being displayed for each SV. 
For SV that involves more than two genes, the remaining genes would be 
hidden in the table and displayed in an additional layer (Fig. 2B) instead.

For each SV, the additional layer comprises a pop-up interface 
specially designed to show all genes and their annotations that are 
covered by the SV. Fig. 2B presents an example SV that covers three 
genes. These annotations are organized in the form of accordions, which 
included the detailed information of genes, related variants, external 
sources, exon overlap, clinical interpretation, AF and Exomiser results. 
Furthermore, each gene is annotated with its clinical significant, such as 
the haploinsufficiency (HI) and triplosensitivity classifications from 
ClinGen’s dosage sensitivity curations [24] and the predicted proba-
bilities of dosage sensitivity (pHaplo & pTriplo) [32].

UniVar also offers an interface to run Exomiser (v13.3.0) [15] to 
prioritize variants. Exomiser is a phenotypic-driven approach of priori-
tization that can improve the likelihood of identifying disease-causing 
variants in patient samples. The recent release is capable of priori-
tizing SNV, INDEL and SV together, which can improve the discovery of 
disease-causing SV that are underrepresented. UniVar allows users to 
update phenotypic information (in terms of HPO terms) by executing the 
’Run Exomiser’ service at any time, regardless it is done before or after 
the variants have been uploaded. However, Exomiser must require the 
input of specific HPO terms. For patients that do not have any specific 
clinical features, users can select gene panels (curated from ClinGen, 
Genomics England PanelApp and PanelApp Australia) to represent the 
diseases or phenotypes of the patients. We developed a novel compu-
tation method of deriving the five most representative HPO terms from a 

gene panel (see Section 2.6), and results in the subsequent section 
showed that these computed HPO terms can effectively prioritize 
disease-causing variants. For a comprehensive understanding of each 
functionality, a detailed manual can be found in Appendix file 3.

3.2. Benchmark the population frequency of the inhouse SV catalogue

There are not many population-based SV catalogues in the literature. 
For SV filtering, people currently use the SV catalogue of 1KGP [14] 
(which contains SVs from 2,504 samples generated by New York 
Genome Center) and gnomAD [13] (which contains SVs from 14,891 
samples maintained by Broad Institute). These two SV catalogues are 
respectively referred to as 1KGP-SV and gnomAD-SV below. As shown 
below, both 1KGP-SV and gnomAD-SV are neither accurate nor com-
plete. To fill in the gap, we developed an inhouse SV catalogue, referred 
as Inhouse-SV. The method to create the Inhouse-SV has been detailed in 
Section 2.3.

To compare our Inhouse-SV with 1KGP-SV and gnomAD-SV, we used 
the SV catalogue constructed from long-read sequencing data obtained 
from 3,622 Icelanders [33], which is abbreviated as Icelander-SV. This 
Icelander-SV dataset is selected as the benchmark dataset since SV 
calling from long reads is known to have high sensitivity and specificity, 
hence generally being regarded as a gold standard. Among the 55,649 
deletions in Icelander-SV, 31% of them were found to overlap with 
Inhouse-SV, whereas 18% and 16% overlapped with 1KGP-SV and 
gnomAD-SV respectively. As for the 70,206 insertions (which techni-
cally also consists of duplications) in Icelander-SV, 70% of which 
overlapped with Inhouse-SV, compared to 25% and 28% overlapped 
with 1KGP-SV and gnomAD-SV respectively. The above results are 
shown in Fig. 3, indicates that gnomAD-SV and 1KGP-SV miss many SVs 
in Icelander-SV. On the other hand, Inhouse-SV covers over one fold 
more deletions and over 1.7 folds more insertions than gnomAD-SV. This 
clearly indicates that our Inhouse-SV is more complete than gnomAD-SV 
and 1KGP-SV.

To evaluate the accuracy of the AFs of the SVs in Inhouse-SV, 1KGP- 
SV and gnomAD-SV, we computed the Pearson’s correlation coefficient 
between the AFs of the SVs in Icelander-SV and the corresponding AFs in 
each of the three SV catalogues overall and across superpopulation 
subgroups (EUR, Admixed American, South Asian, East Asian, African 
and other) respectively. The results are shown in Table 1. The AFs of the 
SVs of EUR population consistently achieves the highest correlation 
among the superpopulations across all three SV catalogues for both 
deletions and insertions. This is expected due to the ancestral connec-
tions between Icelanders and the EUR population [34]. More impor-
tantly, the correlation of the AFs of SVs between Icelander-SV and EUR 
population in Inhouse-SV is the highest compared to 1KGP-SV and 
gnomAD-SV. The correlation of 0.983 for deletions and 0.893 for in-
sertions. This indicates that the AF from Inhouse-SV is more accurate 
than 1KGP-SV and gnomAD-SV. In all superpopulations, the correlation 
of AF for insertions was consistently lower than that of deletions. This 
discrepancy was mainly due to the inherent challenges associated with 
accurately detecting SVs within tandem repeat regions in short-read 
sequencing. However, upon excluding insertions within tandem repeat 
regions, the correlation of EUR population significantly improved to 
0.942 from 0.890 in Inhouse-SV, to 0.921 from 0.722 in 1KGP-SV and to 
0.921 from 0.774 in gnomAD-SV. In summary, Inhouse-SV has a more 
complete and accurate SV catalogue than 1KGP-SV and gnomAD-SV.

3.3. Effectiveness of the inhouse SV catalogue databases in filtering 
ClinVar benign but keeping pathogenic SVs

This section shows the effectiveness of Inhouse-SV’s population fre-
quency in filtering common benign SVs; and in contrast not filtering 
pathogenic SVs. We first downloaded the dataset of reported SV classi-
fied as benign or likely benign from ClinVar [35], which consisted of 14, 
068 deletions, 12,556 duplications and 67 insertions. Due to the 
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underrepresented number of insertions in ClinVar, they were excluded 
from this analysis. We then assessed the effectiveness of each of the SV 
catalogues (Inhouse-SV, 1KGP-SV and gnomAD-SV) in filtering ClinVar 
benign deletions and duplications. Furthermore, we assessed the 

filtering effectiveness when these three SV catalogues were used 
together. For example, if we set the AF threshold to ≤0.01, any variant 
with an AF exceeding 0.01 in any of the three databases would be 
filtered out.

Fig. 3. Venn diagram of the number of overlaps in deletion and insertion between Icelander-SV and three SV catalogues. The proportion of overlapped and 
non-overlapped deletions and insertions in Icelander-SV across the three SV catalogues (Inhouse-SV, 1KGP-SV and gnomAD-SV) from short-read sequencing are 
presented in brackets.

Table 1 
Correlation of AF between Icelander-SV and each of the three SV catalogues from short-read sequencing by superpopulation subgroup in terms of deletion and 
insertion.

Global EUR AMR SAS EAS AFR OTH

Deletion Inhouse-SV 0.947 0.983 0.953 0.943 0.872 0.822 –
1KGP-SV 0.941 0.977 0.947 0.937 0.868 0.819 –
gnomAD-SV 0.935 0.966 0.933 – 0.856 0.855 0.946

Insertion Inhouse-SV 0.846 0.890 0.852 0.840 0.763 0.698 –
1KGP-SV 0.677 0.722 0.688 0.680 0.611 0.547 –
gnomAD-SV 0.732 0.774 0.735 – 0.649 0.636 0.749

Global: All genomes, EUR: European, AMR: Admixed American, SAS: South Asian, EAS: East Asian, AFR: African, OTH: Other.

Fig. 4. The effectiveness of population frequency databases in filtering ClinVar benign SV. A The number of benign deletions and duplications filtered by 
applying AF thresholds of ≤0.01, ≤0.005, and ≤0.001 from each of the three SV catalogues and any of the three catalogues. B Venn diagram shows the overlaps in 
number of filtered deletions and duplications among the three SV catalogues at AF≤0.001.
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Fig. 4A presents the number of benign deletions and duplications 
filtered by applying AF thresholds of ≤0.01, ≤0.005, and ≤0.001 from 
each of the three population frequency databases individually and in 
combination, whereas Fig. 4B provides the respective Venn diagrams 
showing the overlaps in number of filtered deletions and duplications 
among the three SV catalogues at AF≤0.001. Similar number of benign 
deletions were filtered by each of the three AF databases under all three 
AF thresholds. Moreover, when we combined all three SV catalogues at 
AF≤0.001, a unique total of 642 deletions were effectively filtered out, 
removing 54%–65% more benign deletions than when using any indi-
vidual catalogue alone. On the other hand, Fig. 4A shows that the 
Inhouse-SV could effectively remove more benign duplications than the 
other two SV catalogues. As for both 1KGP-SV and gnomAD-SV, the 
number of filtered benign duplications was invariably small and showed 
little variation across three levels of AF threshold. Fig. 4B shows that 178 
of them were exclusively filtered by using Inhouse-SV, as compared to 
18 and 3 duplications exclusively by gnomAD-SV and 1KGP-SV 
respectively, whereas the remaining 12 by Inhouse-SV in tandem with 
either one of the two other databases.

Similarly, 14,533 deletions and 2,857 duplications classified as 
pathogenic or likely pathogenic, a review status with one star or above 
and no conflicting classification from ClinVar were retrieved. Since they 
are pathogenic, we assumed that most of these SVs should have very low 
AF and should not be filtered by any of the three AF databases. We 
assessed the number of ClinVar pathogenic SVs filtered at AF thresholds 
of ≥0.01, ≥0.005, and ≥0.001 from each of the three population fre-
quency databases individually. Table 2 showed that among the three SV 
catalogues, Inhouse-SV filtered the least number of pathogenic SVs 
among the three SV catalogues. Only 9 SVs have an AF of ≥0.001 in 
Inhouse-SV, while there are 43 and 46 SVs with AF ≥0.001 in 1KGP-SV 
and gnomAD-SV respectively.

3.4. Benchmark the performance of variant prioritization based on 
annotated HPO terms derived from gene panels

On certain occasions, specific HPO terms corresponding to a patient 
are not well documented in clinical notes. In such cases, an alternative 
approach is to utilize a gene panel instead. Gene panels are typically 
used in targeted genetic testing tools in clinical and research settings. 
They consist of a curated set of genes that are known to be associated 
with specific disease conditions or phenotypes. For example, a gene 
panel associated with retinal disorders contains the list of disease genes 
that cause retinal disorder. However, the existing tools like Exomiser 
must require input of HPO terms to prioritize variants. To resolve this 
limitation, our proposed approach is firstly to identify five HPO terms 
that are most representative of each gene panel (see Section 2.6); and 
then using these representative HPO terms to run Exomiser to prioritize 
the variants.

One key question is whether our approach can prioritize the correct 
disease-causing variant. To benchmark our method, we obtained a list of 
105 IRD patients [31] and their corresponding specific HPO terms 
(HPOclinical) and disease-causing variants. The HPOclinical is highly ac-
curate since it was chosen by three clinicians with expertise in IRD 
diagnosis. For each IRD patient, based on his/her HPOclinical, we selected 
the Retinal disorders panel and/or Monogenic hearing loss panel from 
Genomic England PanelApp to be his/her gene panel. Then, we simu-
lated a set of variant datasets seeded with the patient’s corresponding 

disease-causing variants (see Section 2.7).
We compared the performance of variant prioritization between (1) 

utilizing the specific HPO terms (HPOclinical) and (2) using the HPO 
terms derived from the corresponding gene panel (HPOpanel). HPOpanel 
for Retinal disorders and Monogenic hearing loss panel are listed in 
Table 3. To assess the performance of variant prioritization, we run 
Exomiser on these 105 sets of simulated variants seeded with disease- 
causing variants. Each IRD patient has been assigned to a set of HPO-
clinical and HPOpanel. We compared the ranking of disease-causing vari-
ants predicted by Exomiser between using HPOclinical and using HPOpanel 
as HPO terms. Our results show that the Exomiser ranking of using 
HPOpanel was comparable to that of HPOclinical. We categorized the 
ranking results for the disease-causing variants into four mutually 
exclusive disease-causing ranking bins: ‘Top’, ‘2nd-5th’, ‘6th-10th’ and 
‘>10th’. In Fig. 5A, the correct disease-causing variants were ranked the 
first for 75% of IRD patients when using HPOpanel as compared to 60% 
when using HPOclinical. In addition, Fig. 5B shows that out of 105 sam-
ples’ disease-causing variants, 94 samples were ranked within the top 
five by both methods.

The Exomiser ranking is determined by the combined score, which 
considers both variant and phenotype components. The variant 
component is computed based on the AF and predicted pathogenicity, 
while the phenotype component is based on the HPO terms. Hence, 
when running Exomiser using HPOpanel and HPOclinical, the phenotype 
score of the same variant differs, while the variant score remains un-
changed. As presented in Fig. 5C, the mean Exomiser phenotype score in 
each of the disease-causing ranking bins are higher when using HPOpanel 
than HPOclinical. Hence the same pattern is observed for the mean 
combined score.

3.5. A case study on identification of disease-causing compound 
heterozygous variants to compare the capability of UniVar against other 
tools for genetic diagnosis

We utilized a case study of a Korean child with ataxia-telangiectasia 
(A-T) reported by Lee et al. [7]. A-T is a rare AR disorder characterized 
by progressive neurologic impairment related to multisystem abnor-
malities. The patient’s clinical features were exhibited with ataxia, 
delayed cognitive and speech-language development, and oculomotor 
apraxia. Brain imaging also showed interval development of mild atro-
phy in the cerebellum. Here we investigated compound heterozygous 
pathogenic variants in ATM gene involving a SNV of c.742C>T (p. 
Arg248Ter) inherited from the father and a 31,460 bp deletion of exons 
24–40 inherited from the mother identified by the authors. The WGS of 
this family trio is not available, therefore we used calls from another 
family in 1KGP (HG00514 as proband, HG00512 as father and HG00513 
as mother) as background noises alongside the reported compound 
heterozygous pathogenic variants.

This dataset was used to compare the capability of UniVar against 

Table 2 
The number of ClinVar pathogenic SVs filtered at three different AF thresholds 
from each of the three SV catalogues.

≥0.01 ≥0.005 ≥0.001

Inhouse-SV 0 1 9
1KGP-SV 1 3 43
gnomAD-SV 1 1 46

Table 3 
The derived HPO terms from gene panels.

Gene panel Derived HPO terms

Retinal disorders (4.12) Abnormality of retinal pigmentation 
(HP:0007703), Abnormal electroretinogram 
(HP:0000512), Nyctalopia (HP:0000662), 
Reduced visual acuity (HP:0007663), 
Photophobia (HP:0000613)

Monogenic hearing loss (4.9) Sensorineural hearing impairment (HP:0000407), 
Functional abnormality of the inner ear 
(HP:0011389), Hearing impairment 
(HP:0000365), Abnormality of the inner ear 
(HP:0000359), Congenital onset (HP:0003577)

Ataxia and cerebellar 
anomalies – narrow panel 
(4.13)

Cerebellar atrophy (HP:0001272), Ataxia 
(HP:0001251), Dysarthria (HP:0001260), 
Abnormal hindbrain morphology (HP:0011282), 
Gait ataxia (HP:0002066)
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other established tools. Each of the tool’s capability is evaluated based 
on the web server’s processing power, evidence presented for classifying 
pathogenicity in accordance with the ACMG guidelines [2,36], as well as 
the efficiency in identifying disease-causing variants reported in the case 
study, so to aid users in establishing a genetic diagnosis of A-T. We 
confined our comparison against those freely accessible web-based 
platforms which do not require installation and offer automatic anno-
tation pipeline and a GUI designed for variant interpretation on rare 
diseases. We surfed for suitable tools, and selected AnnotSV [5], 
CNVxplorer [6] and VarFish [3] because these three tools have been 
most favourably compared against other tools.

The simulated SNV/INDEL, SV and PED files were uploaded to 
UniVar (v0.0.1) successfully. We first used the ‘Select Gene Panel’ 
approach from ‘Run Exomiser’ service to prioritize causal variants. ‘(uk) 
Ataxia and cerebellar anomalies – narrow panel 4.13’ was chosen to 
represent the patient’s phenotype. The five HPO terms representing this 
gene panel are listed in Table 3, and we defined these five HPO terms as 
HPOataxia. Next, the ‘High risk (SNV/INDEL + SV)’ preset filter was 
applied to narrow down the number of plausible causal variants, 
resulting in a total of 13 remaining variants. Lastly, the ‘Exomiser Gene 
Combined Score’ column was selected for sorting in descending order. 
The compound heterozygous SNV and SV were sorted at the top of the 
list with an Exomiser combined score of 0.991 as shown in Appendix file 
2: Fig. S1 (Exomiser phenotype score is 0.856 and variant score is 
0.993). The inheritance pattern of this trio-family is clearly shown in the 
‘Sample genotypes’ column. In the genotype pop-up shown in Appendix 
file 2: Fig. S2, it is evident that the proband’s heterozygous SNV was 
inherited from the father, while the heterozygous SV was inherited from 
the mother, indicating a compound heterozygous pattern. Exomiser’s 
prediction indicated a high similarity of phenotype with A-T in a MOI of 
AR. We started by evaluating the clinical validity of gene-disease asso-
ciations. The ClinGen website was assessed by clicking on the hyperlink 

provided in the pop-up for the ATM gene (Appendix file 2: Fig. S3). We 
found that ClinGen has suggested definite classification between ATM 
and A-T.

Next, we interpreted the SNV of ATM gene. The variant table showed 
that this is a stop gained variant (see the first row in Appendix file 2: 
Fig. S1). To confirm that this variant is not located at the last exon, we 
opened the IGV to check its position as shown in Appendix file 2: Fig. S4. 
The variant is in exon 7 of 63, therefore we can predict it to undergo 
nonsense-mediated decay. Further investigation of the ‘Gene’ section in 
second layer confirms that this variant is located in a biologically- 
relevant transcript, as denoted by the ‘Is MANE Select’ flag being 
marked as true (Appendix file 2: Fig. S5). Also, this variant presents in 
controls with very low frequency of 0.000008 in gnomAD v2 (0.000054 
in East Asian) and absent in gnomAD v3 (Appendix file 2: Fig. S1). The 
evidence presented here was sufficient to classify this variant as likely 
pathogenic (PSV1, PM2_Supporting). To upgrade the variant as patho-
genic, we can further apply PM3 by referring to the reported variants in 
ClinVar. The variant table showed that it is classified as a pathogenic/ 
likely pathogenic variant in ClinVar. The ClinVar ID also includes a 
hyperlink to assess the corresponding variant in ClinVar.

Finally, we investigated the SV of ATM gene. The pLof is LOF (Ap-
pendix file 2: Fig. S1), therefore we investigated how the deletion is 
overlapping with ATM. In the second layer, the ‘Clingen HI’ column in 
‘Gene’ section indicated that ATM is a gene with sufficient evidence for 
HI, thus we can refer it as an HI gene. We limited our search to a MANE 
select transcript (ENST00000675843) in the ‘Exon Overlap’ section 
(Appendix file 2: Fig. S6), it showed that this deletion spans from exon 
24 to 40 thus confirmed that both breakpoints are within an established 
HI gene (Category 1A, 0 points; Category 2E, 0.9 points). Also, the SV 
did not overlap with any of the population database. Therefore, the 
evidence presented is enough to classify this SV as likely pathogenic 
(PSV1, PM2_Supporting). All in all, UniVar demonstrated a strong 

Fig. 5. Exomiser performance of using HPO terms annotated from different methods on simulated sets of variants. A The categorical percentage distribution 
of the disease-causing ranking according to four mutually exclusive disease-causing ranking bins under each of the two HPO annotated methods. B Venn diagram of 
the number of disease-causing variants prioritized within the top five by the two HPO annotated methods. C The mean Exomiser phenotype score and combined score 
between the two annotation methods on HPO terms in the four disease-causing ranking bins. The error bars represent the standard deviation of the Exomiser 
phenotype score and combined score.
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capability that effectively aids users in establishing a genetic diagnosis 
of A-T.

AnnotSV (v3.4) is a tool that specializes in the analysis, interpreta-
tion, and prioritization of SV. We uploaded the simulated SV and PED 
file to AnnotSV. In addition, we enabled the compound heterozygosity 
analysis option by uploading the simulated SNV/INDEL dataset and the 
phenotype-drive analysis options by inputting the derived HPO terms 
HPOataxia. However, we needed to include a rank filtering of ‘3–5’ (1 
indicating benign and 5 indicating pathogenic). It is because without 
setting this filter, a page loading error would occur. As a result, the 
browser for the html visualization could only load 751 SVs of a total of 
4,500 SVs being annotated. The disease-causing SV was ranked top 
without any further settings as shown in Appendix file 2: Fig. S7. The 
Exomiser phenotype score was 0.856, which matched the score obtained 
from UniVar. The genotypes of the SV clearly showed that it is inherited 
from the mother (HG00513). We switched the display mode to a ‘single 
SV focus’ (Appendix file 2: Fig. S8). The tooltip of ATM gene indicated a 
HI score (=3) and there’s a definitive association between ATM and A-T. 
The location indicated that the SV overlapped from intron 23 to 40 in the 
ATM gene. Also, the SV did not overlap with any of the common SVs in 
any of the population databases. With the evidence presented, we were 
able to establish a likely pathogenic classification to this SV. Though 
AnnotSV can identify the disease-causing SV correctly (a capability at 
par with UniVar), it does not report it is an AR disease nor provide the 
pathogenic SNV like UniVar. To investigate the pathogenic SNV, users 
would need to utilize another interpretation tool in order to establish a 
positive genetic diagnosis of A-T.

CNVxplorer (v0.4) is a web server tool that is designed for functional 
assessment of CNV in rare disease patients. Since it is a tool that spe-
cializes in CNV only, 1,770 SVs that are neither deletion nor duplication 
within our simulated SV dataset were filtered. As the tool supports 
GRCh37 coordinates only, we converted them into GRCh37 assembly. 
The conversion failed on 44 of them, thus only the remaining 2,686 SVs 
out of a total of 4,500 were uploaded to CNVxplorer. We run the tool by 
selecting deletion as CNVscore’s prediction. First, we assessed the per-
formance of the tool’s phenotypic analysis by inputting the HPO terms of 
HPOataxia in the ‘Phenotypic similarity’ tab. Without filtering any MOI, 
the pathogenic ATM gene was ranked the fifth highest in terms of clin-
ical similarity to the patient’s phenotype (Appendix file 2: Fig. S9), 
whereas it ranked the second highest when filtered by AR inheritance. 
However, there are no indications on which CNV is overlapping with the 
ATM gene. To narrow down the scope, we selected only the disease- 
causing SV to run the analysis again. There are nine non-pathogenic 
CNV overlaps that are either with a low frequency or a non-deletion 
SV (Appendix file 2: Fig. S10). There is no indication on the evidence 
for established HI genes, patterns of inheritance and breakpoints on any 
protein-coding elements. CNVxplorer lacks the capability of UniVar and 
AnnotSV to interpret and identify the disease-causing SV, and it is un-
able to analyze any SNV/INDEL.

VarFish (v0.23) is a web application for quality control, filtering, 
prioritization and analysis on SNV/INDEL. Since the web server tool 
only supports VCF files in GRCh37, we converted the simulated SNVs/ 
INDELs into the corresponding assembly. The conversion failed on 295 
out of 114,518 SNVs/INDELs and the remaining were uploaded to 
VarFish along with the PED file. Once the upload was completed, we first 
adjusted the filter parameters with the following: (1) any inheritance 
(default), (2) dominant strict in frequency (default), (3) AA change, 
splicing in impact (default) and (4) whole genome in chromosomes 
(default). We also enabled the phenotype-based prioritization and input 
in HPO terms of HPOataxia. Unfortunately, the disease-causing SNV in 
ATM was not prioritized within the top 200 variants. We then further 
restricted the filtering by adjusting the impact parameter to null variant. 
The disease-causing SNV was only ranked as the sixth highest, which 
was expected since there was a penalty in the incompleteness of a 
compound heterozygous inheritance (Appendix file 2: Fig. S11). There 
was an extensive list of hyperlinks provided to check the gene-disease 

associations, such as GeneCC and OMIM. The variant table clearly 
showed that this variant has a stop gained effect and a frequency lower 
than 0.00001. The evidence presented is enough to aid users in classi-
fying the variant as likely pathogenic. In comparison with UniVar, 
VarFish not only performed less satisfactorily based on this case study’s 
SNV/INDEL analysis result, it also lacks the capability to establish the 
genetic diagnosis of A-T and hence users need to resort to another tool to 
identify the pathogenic SV.

4. Discussion

Variant interpretation is widely recognized as the most time- 
consuming process in achieving a patient’s genetic diagnosis due to 
the meticulous analysis and assessment of genomic variants to identify 
those with potential clinical significance [37]. In recognition of this 
challenge, considerable efforts have been dedicated to developing stra-
tegies and tools aimed at narrowing down the pool of candidate variants, 
thereby enhancing the efficiency of genetic diagnosis [38].

We presented UniVar as a unified and versatile platform for identi-
fication and interpretation of disease-causing variants for rare diseases 
that offers comprehensive automated annotation of SNV/INDEL and SV 
collectively in one interface, making it accessible to users who may not 
have any programming expertise. Many studies have consistently 
demonstrated the positive impact of integrating SNV/INDEL and SV 
analysis on the diagnosis yield in WES and WGS diagnostics [39–42]. 
This platform offers an opportunity to potentially identify causative 
compound heterozygous variants involving SNV/INDEL and SV, thereby 
enhancing the diagnostic capabilities for AR diseases. Through a prac-
tical case study of disease-causing compound heterozygous variants 
across SNV and SV, we demonstrated the unique utility and effectiveness 
in variant interpretation of UniVar as compared to three other 
well-known tools (AnnotSV [5], CNVxplorer [6] and VarFish [3]), 
showcasing its capabilities that are not available in any existing variant 
interpretation tools.

However, the integration of SNV/INDEL and SV also leads to an 
increased number of variants that need to be curated and interpreted. 
Therefore, effective utilization of filtering strategies becomes crucial in 
narrowing down candidate variants from WES or WGS data, as it 
streamlines the diagnostic process and alleviates the burden of variant 
interpretation. The ACMG has published best practice guidelines for 
filtering out common SNV/INDEL, such as filtering by predicted LOF, 
MOI and AF [43]. Studies have demonstrated that the implementation of 
effective combined filtering strategies can significantly reduce the 
number of candidate SNV/INDEL, leading to a more precise analysis 
[12,44]. In contrast, filtering SV is a more intricate and demanding task 
due to the innate challenges in detecting SV using short-read technolo-
gies. Till now, there is a limited understanding of their population fre-
quency which hinders the assessment of their severity and impact. 
Although large-scale studies such as 1KGP and gnomAD have contrib-
uted to expanding our comprehension and knowledge of SV, these 
studies employed SV detection tools such as DELLY [45], Manta [23] 
and MELT [46] which are not sensitive enough. This limited the effec-
tiveness of the AF filtering on SVs when using these databases. In a more 
recent development, novel tools such as INSurVeyor [22] and SurvIn-
del2 [21] have emerged, showcasing superior performance when 
compared to these state-of-the-art callers. We therefore generated an SV 
catalogue of the global population using these two tools. Although this 
SV catalogue is more complete, it is noteworthy that certain SVs may 
still be missed since the database is merely created from genomes of 2, 
504 individuals. Therefore, to leverage the comprehensive knowledge 
provided by different tools, through the combination of population 
frequency databases in UniVar, it can bring about a more robust SV 
filtering approach.

The HPO is frequently used as the phenotypic information in variant 
prioritization tools. It is a standardized vocabulary for describing phe-
notypes, and many studies have shown its importance in capturing the 
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patient’s condition(s) when analyzing and interpreting WGS data [16,
20,31]. However, assigning an optimal set of HPO terms for a patient 
requires time and clinical expertise. Alternatively, the approach of using 
a gene panel is a simpler and easier method that saves time. Therefore, 
we developed a novel computational method for deriving representative 
HPO terms based on gene panels from most authoritative sources. Users 
can select one or multiple gene panels to initiate the platform’s variant 
prioritization instead of inputting HPO terms. As most other existing 
tools must require the input of HPO terms, this functionality of UniVar is 
indeed indispensable for cases without clinically assigned HPO terms. 
More importantly, our results showed that the derived HPO terms output 
from UniVar can prioritize disease-causing variants as effective as spe-
cific clinically assigned HPO terms. It may even open an option to 
dispense with this laborious task for consideration under manpower 
constraint circumstances.

We introduced the ‘High risk (SNV/INDEL + SV)’ filter as a pre-
configured filter parameter within UniVar, which is a combined filtering 
strategy on disease-causing SNV/INDEL and SV. This filtering approach 
has been implemented as an integral part of the Hong Kong Genome 
Project (HKGP), enhancing the efficiency and efficacy in identifying 
disease-causing variants. A diagnostic yield of 28% in identifying 
disease-causing variants was achieved, surpassing other comparable 
genome projects worldwide [47]. Among the disease-causing SNVs and 
SVs associated with HI genes within the positive cases, 80% of the 
disease-causing variants were ranked top one and 84% ranked the top 
three. However, not all the disease-causing variants can be captured by 
our high-impact variant filter preset. By relaxing the HI condition, a 
coverage of 97% of disease-causing variants were attained, where 63% 
of them were ranked the top one and 74% ranked the top three. These 
remaining 3% disease-causing variants correspond to those common 
low-penetrant variants listed in the BA1 exception list [48].

Our study has one major limitation, in which our current workflow 
does not support all variant types, in particular omitting mitochondrial 
variants and non-coding variants. Patients that carry disease-causing 
variants of these types cannot be identified with our tool. Other than 
this study limitation, it is indisputable that UniVar must require 
enhancement and updating over time. It is because the field of genomics 
is undergoing a profound and rapid evolution, leading to a trans-
formative impact on research and medical domains [1]. Therefore, 
genomic analysis tools must continuously evolve to meet the latest 
professional standards and demands. To ensure up-to-date information, 
annotation sources have to be regularly reviewed and updated.

To address the study limitation and fast developments in the geno-
mics field, our future plan focuses on further enhancing UniVar’s overall 
capabilities to aid users in interpreting and identifying disease-causing 
variants, including the incorporation of the latest release of population 
frequency from gnomAD v4 and the analytics support towards non- 
coding variants. It is because interpreting the association between 
causal non-coding variants and their affected target genes is one of to-
day’s major challenges. Unlike coding variants, the pathogenicity 
mechanisms of non-coding variants are not well understood due to the 
complexity of regulatory mechanisms and the lack of functional anno-
tations [49]. With a continued advancement in the understanding of 
non-coding and unexplored regions, the entire scientific community will 
have stronger capabilities to unveil a broader spectrum of genetic 
diagnosis in rare diseases.

5. Conclusions

UniVar is a unified and versatile platform for identification and 
interpretation of disease-causing variants that improve rare diseases 
diagnosis. It is a free web server tool that offers a comprehensive and 
secured workflow on annotation, filtering, and prioritization for SNV, 
INDEL, CNV and SV together. UniVar also provides a user-friendly GUI 
that consists of a range of interactive functionalities. By applying a pre- 
defined filter for high-impact variants, users can effortlessly uncover 

pathogenic compound heterozygous variants across SNV/INDEL and 
CNV/SV under one roof in a single click, which is not available in any 
existing variant interpretation tools. Furthermore, our diverse SV cata-
logue of the global population is more complete and accurate than the 
state-of-the-art SV catalogues, thereby enabling a robust AF filtering for 
common SVs. In comparison among three databases, our inhouse SV 
catalogue could filter most benign SVs as well as keep most pathogenic 
SVs. Lastly, when specific HPO terms for the patient are not available, 
users can opt to select the gene panel(s) instead. This is also a unique 
functionality not available in any other existing tools. A novel compu-
tational algorithm of UniVar will derive representative HPO terms from 
the selected gene panel(s), which are used for prioritization of disease- 
causing variants. This feature is particularly useful and time-saving in 
cases where the assigned HPO terms are not readily available or detailed 
clinical information is not available, having regard to our study results 
that this approach could prioritize disease-causing variants as effective 
as using HPO terms assigned by clinicians.
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